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Abstract Objectives: To develop a security infrastructure to support controlled and secure access to data
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and analytical resources in a biomedica} research Grid environment, while facilitating resource shazing among
collaborators.

Design: A Grid security infrastructure, called Grid Authentication and Authorization with Reliably Distributed
Services (GAARDS), is developed as a key architecture component of the NCI-funded cancer Biomedical

Measurements; GAARDS is implemented as a suite of

core services: Dorian for management and federation of
provisioning a federated trust fabric within the Grid en

policies based on both local and Grid-level groups.

Grid services and administrative tools. It provides three
user identities, Grid Trust Service for maintaining and
vironment, and Grid Grouper for enforcing authorization

Results: The GAARDS infrastructure is available as a stand-alone system and as a component of the caGrid
infrastructure. More information about GAARDS can be accessed at http:/ /www.cagrid.org.

Conclusions: GAARDS provides a comprehensive system to address the security challenges associated with
environments in which resources may be located at different sites, requests 1o access the resources may cross
institutional boundaries, and user credentials are created, managed, revoked dynamicaliy in a de-centralized

manner.

® ] Am Med Inform Assoc. 2008,15:363-373. DOI 16.1197 /jamia M2662.

Introduction

The informatics requirements of multi-institutional transla-
tional research projects are characterized by the need to
securely share and access data and analytical resources
hosted at different sites. In a multi-institutional project, sites
participating in the collaborative effort can be viewed ags
being part of a virtual organization. One of the major obstacles
to forming virtual organizations in biomedical research has
been the lack of interoperability among disparate data and
analytical resources. Another major problem has been the
limited availability of infrastructure to provide secure and
efficient access to these resources. Without mechanisms that
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can enable service providers to enforce access control poli-
cies o protect sensitive and proprietary information, data
and analytical resources cannot be shared effectively. Tradi-
tionally, collaborative projects have created virtuat organi-
zations by employing a centralized system to host the
databases and analysis tools at one of the institutions
participating in the project. This approach, while alleviating
some of the security and interoperability issues, is not
scalable when the number of collaborating sites is large. It
also is not efficient when it is desirable to rapidiy and

dynamically create, manage, and change virtuai organiza-
tions. '

A relatively recent effort, the cancer Biomedical Informatics
Grid (caBIG™) program® of the Nationa! Cancer Institute
{NCI), is targeting the informatics issues that arise in multi-
institutional studies in biomedical research. This effort is
developing informatics standards, a suite of common tools
and applications, common data and analytical resources,
and a Grid infrastructure, called caGrid,! to dynamically
link applications, clients, and community provided re-
sources. Security is of paramount importance in the caBIG™
program to ensure that any sensitive information such as
patient demographics as well as the intellectual properties of

*https:/ /cabig.nci.nih.gov/
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researchers can be protected while promoting and facilitat-
ing collaborative projects.

Supporting authentication (L.e., determining whether or not
a given user is who she/he claims to be) and authorization
(i.e., controlling access to the functionality of a resource,
once the user has been authenticated successfully) in the
caBIG™ environment is difficuit. User identities and creden-
tials should be managed in a decentralized manner for
scalability and manageability reasons, while allowing insti-
tutions to set up and enforce their access control policies
locally. If there are many participants from different orga-
nizations, credentials should be managed in a federated
environment. Tools are needed for system administrators to
efficiently provision the credentials of users in their institu-
tions in this federated environment. Another issue that
becomes critically important in a dynamic and large-scale
federated environment such as caBIG™ is the management
of a trust fabric. Because institutions will have autonomous
control over policies for granting, managing, changing, and
revoking user credentials for their users, it can be expected
that an instifution will have different levels of trust for
clients from different institutions when they want t0 access
its resources. Moreover, there is a need to be able to
efficiently propagate dynamic changes in policies and trust
relationships and any security breaches {(e.g., a user’s cre-
dentials are revoked, because they have been compromised)
to other entities in the environment. Tools are needed to
create trust fabrics in the environment and manage them.

We have developed a software suite, called the Grid Au-
thentication and Authorization with Reliably Distributed
Services {(GAARDS) infrastructure, to address these and
other security requirements of caBIG™. In this paper, we
report on the architecture of GAARDS and its main compo-
nents. This paper significantly extends an earlier report on
this project, which appeared in the proceedings of the AMIA
2007 Annual Symposium? The current report presents 2
discussion on the requirements and challenges of support-
ing security in a large scale Grid envirenment and a more
detailed description of the architecture of GAARDS and its
components. {t also Hlustrates the use of GAARDS in an
application scenario involving review of images in a multi-
institutional environment.

The salient features of the GAARDS infrastructure can be
summarized as follows: 1) It provides services to support: a)
integration of instifutional identity provider and authentica-
tion systems with the Grid environment, b) efficient man-
agement and federation of user credentials, and ¢) easy
deployment of a Grid-enabled identity provider system; 2) It
implements support for group (role) based access control
such that a service provider can use both community ac-
cepied roles and local roles to implement and enforce access
control policies; and 3) It provides a service infrastructure
for management of a trust fabric in the Grid environment,
where institutions use different policies for provisioning of
credentials for their local researchers and where credentials
can be created, revoked, and reinstated dynamically. While
the requirements for GAARDS have been motivated mainly
by use cases from the caBIG™ program, the design and
implementation of the infrastructure is generic and can be
applied in other domains. The GAARDS infrastructure is
available as both a stand-alone system and a component of

the caGrid infrastructure,™ ® which is the Grid architecture of
caBIG™_ More information about GAARDS can be accessed
at http:/ /www.cagrid.org.

Securily Ghallenges in a Large Biomedical
Research Grid

The GAARDS infrastructure js designed to support three
main components of security in a federated environment:
authentication, authorization, and frust fabric. This section
presents the issues that have motivated the design and
implementation of support for these components in
GAARDS. We describe the issues in the context of the
caBIG™ environment, which is envisioned to span hun-
dreds of institutions and thousands of researchers.

The objective of the caBIG™ program is to help accelerate
research towards curing cancer by implementing the en-
abling informatics technologies for researchers to more
efficiently find, share, retrieve, integrate, and process clinicat
and research data from disparate sources. The caBIG com-
munity consists of participanis from cancer centers, research
institutions, government organizations, and the informatics
industry. Efforts underway in the caBIG™ program inciude
the development and deployment of 1) informatics stan-
dards, 2) guidelines and tools to improve semantic and
syntactic interoperability among data and analytical re-
sources, 3) open-source, common applications for data man-
agement and analysis, 4) guidelines and processes for data
and tool sharing, and 5) an open-source, standards based
Grid infrastructure that is designed to federate distributed
resources. While the spirit of caBIG™ is to promote and
facilitate sharing of information and applications, not all
information and tools can be made publicly available to
everyone in the caBIG environment. Clinical information
and the intellectual properties of researchers must be pro-
tected, and such information should be accessible only by
those with appropriate privileges.

The caBIG™ project is implemented as a federated environ-
ment where individuals, groups, and institutions maintain
their resources locally. Resources are exposed to the envi-
ronment and shared among institutions and researchers
using the caGrid infrastructure." * Briefly, caGrid is the Grid
architecture of caBIG™. It provides a core suite of tools and
services and a runtime environment to enable secure feder-
ation of resources in the caBIG environment. Each data and
analytical resource in caGrid is implemented as a Grid
Service conforming o the Web Services Resource Frame-
work standards.* ® Interactions between caGrid services and
clients are carried out using standard Grid Service protocols.
The GAARDS infrastructure is designed to support security
requirements in a caGrid like service oriented environment.
We now discuss these requirements.

Users wishing to access caBIG resources are reguired to
authenticate with caGrid services that expose those re-
sources. To authenticate with a service, users must prove
their identity to the service. For this purpose, users are
issued grid credentinls. In order for individuals to authenti-
cate to services across organizational boundaries, it is nec-
egsary that a common type of credentials be adopted and
those credentials be issued by a trusted set of credential
issuers (also known as Certificate Authorities). The
GAARDS infrastructure uses X509 Identity Certificates for
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researchers can be protected while promoting and facilitat-
ing collaborative projects.

Supporting authentication (i.e., determining whether or not
a given user is who she/he claims to be) and authorization
(Le., controfling access to the functionality of a resource,
once the user has been authenticated successfully) in the
caBIG™ environment is difficuit. User identities and creden-
tials shouid be managed in a decentralized manner for
scalability and manageability reasons, while allowing insti-
tutions to set up and enforce their access conirol policies
locally, If there are mmany participants from different orga-
nizations, credentials should be marnaged in a federated
environment. Tools are needed for system administrators to
efficiently provision the credentials of users in their institu-
tions in this federated environment. Another issue that
becomes critically important in a dynamic and large-scale
federated environment such as caBIG™ s the management
of a trust fabric. Because institutions will have autonomous
control aver policies for granting, managing, changing, and
revoking user credentials for their users, it can be expected
that an institution wiil have different levels of trust for
clients from different institutions when they want to access
its resources. Moreover, there is a need to be able to
efficiently propagate dynamic changes in policies and trust
relationships and any security breaches {e.g., a user’s cre-
dentials are revoked, because they have been compromised)
to other entities in the environment. Tools are needed to
create trust fabrics in the environment and manage them.

We have developed a software suite, caled the Grid Au-
thentication and Authorization with Reliably Distributed
Services (GAARDS) infrastructure, to address these and
other security requirements of caBIG™. In this paper, we
report on the architecture of GAARDS and its main compo-
nents. This paper significantly extends an earlier report on
this project, which appeared in the proceedings of the AMIA
2007 Annual Symposium.? The current report presents a
discussion on the requirements and challenges of support-
ing security in a large scale Grid environment and a more
detailed description of the architecture of GAARDS and its
components. It also illustrates the use of GAARDS in an
application scenario involving review of images in a multi-
institutional environment.

The salient features of the GAARDS infrastructure can be
sumumarized as follows: 1) It provides services to support: a)
integration of institutional identity provider and authentica-
tion systems with the Grid environment, b) efficient man-
agement and federation of user credentials, and c) easy
deployment of a Grid-enabled identity provider system; 2) It
implements support for group (role) based access control
such that a service provider can use both community ac-
cepted roles and local roles to implement and enforce access
control policies; and 3) It provides a service infrastructire
for management of a trust fabric in the Grid environment,
where institutions use different policies for provisioning of
credentials for their jocal researchers and where credentials
can be created, revoked, and reinstated dynamically. While
the requirements for GAARDS have been motivated mainly
by use cases from the caBIG™ program, the design and
implementation of the infrastructure is generic and can be
applied in other domains. The GAARDS infrastructure is
available as both a stand-alone system and a component of

the caGrid infrastructure,™ ® which is the Grid architecture of
¢aBIG™, More information about GAARDS can be accessed
at hitp:/ /www.cagrid.org.

Security Challenges in a Large Biomedical
Research Grid

The GAARDS infrastructure is designed to support three
main components of security in a federated envirenment:
authentication, authorization, and trust fabric. This section
presents the issues that have motivated the design and
implementation of support for these componenis in
GAARDS. We describe the issues in the context of the
caBIG™ environment, which is envisioned to span hun-
dreds of institutions and thousands of researchers.

The objective of the caBIG™ program is to help acceierate
research towards curing cancer by implementing the en-
abling informatics technologies for researchers to more
efficiently find, share, retrieve, integrate, and process clinical
and research data from disparate sources. The caBIG com-
munity consists of participants from cancer centers, research
Institutions, government organizations, and the informatics
industry. Efforts underway in the caBIG™ program include
the development and deployment of 1) informatics stan-
dards, 2) guidelines and tools to Improve semantic and
syntactic interoperability among data and analytical re-
sources, 3) epen-source, common applications for data man-
agement and analysis, 4) guidelines and processes for data
and too} sharing, and 5) an open-source, standards based
Grid infrastructure that is designed to federate distributed
rescurces. While the spirit of caBIG™ is to promote and
facilitate sharing of information and applications, not ali
information and tools can be made publicly available to
everyone in the caBIG environment. Clinical information
and the intellectual properties of researchers must be pro-
tected, and such information should be accessible only by
those with appropriate privileges.

The caBIG™ project is implemented as a federated environ-
ment where individuals, groups, and institutions maintain
their resources locaily. Resources are exposed to the envi-
ronment and shared among institutions and researchers
using the caGrid infrastructure.!- 3 Briefly, caGrid is the Grid
architecture of caBIG™, It provides a core suite of tools and
services and a runtime environment to enable secure feder-
ation of resources in the ¢aBIG environment. Each data and
analytical resource in caGrid is implemented as a Grid
Service conforming to the Web Services Resource Frame-
work standards.* * Interactions between caGrid services and
clients are cazried out using standard Grid Service protocols.
The GAARDS infrastructure is designed to support security
requirements in a caGrid like service oriented environment.
We now discuss these requirements.

Users wishing to access caBIG resources are required to
authenticate with caGrid services that expose those re-
sources. To authenticate with a service, users must prove
their identity to the service. For this purpose, users are
issued grid credentials. In order for individuals to authenti-
cate to services across organizational boundaries, it is nec-
essary that a common type of credentials be adopted and
those credentials be issued by a trusted set of credential
issuers (also known as Certificate Authorities), The
GAARDS infrastructure uses X500 Identity Certificates for
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identifying a user. An X509 Certificate with its correspond-
ing private key forms a unique credential, or the so-called
grid credential within the Grid, Although this approach is
very effective and secure, it is difficult to manage in a
multi-institutional environment. Using existing tools, the
provisioning of grid credentials is a manual process, which
is error-prone and very complex for most users and system
administrators. The overal] process is further complicated if
a user wishes to authenticate from multiple locations, be-
cause a copy of his/her private key and certificate has to be
present at every location. Not only is this process complex,
securely distributing private keys is error prone and poses a
security risk. Additionally, there are scalability and effi-
ciency problems with vetting user identities. Organizations
invest a significant amount of resources into their existing
identity management systems and aiready have processes in

place for issuing and managing user identities. In such

settings, it would be more efficient to leverage existing
identity management systems to provision Grid user ac-
counts. Users would be able to use their existing credentials
to “log on” to obtain Grid credentials and access Grid
services. This scenario requires a mechanism o allow users
to obtain Grid credentials using their existing organization-
provided credentials. The mechanism should also remove
the complications of using and managing Grid credentials.
A discussion of how this issue is addressed in GAARDS
follows.

Authorization is a challenging issue as well. It is desirable
that access control policy be maintained and enforced lo-
cally, giving data providers the ability to determine who has
access to their data. At the same time, it is important for
scalability that access controt policies be based on Grid-level
information. Since most systems base their access control
policies on membership to groups, a mecharism for orga-
nizing and managing groups spanning organizational
boundaries is needed. The GAARDS approach to meeting
these requirements is presented below.

Institutions participating in ¢aBIG™ can have their own
certificate authorities to issue credentials to their research-
ets. In such a setting, it is important to be able to verify and
validate identities and privileges with a level of confidence.
Because institutions will have different policies as to how
they issue, control, audit, and revoke these credentials, it can
be expected that a service provider will not have the same
level of trust (in terms of authentication and authorization)
for all users wishing to access the service, In addition, while
institutions will want to collaborate, they will have services
with different levels of security policy enforcement require-
ments. Services need to maintain a list of certificate author-
ities they trust. The main challenge is that there may be
hundreds of certificate authorities, each issuing certificates
for thousands of users. This problem is compounded by the
fact that certificates wili be issued and revoked continuously
and certificate authorities may be added to or deleted from
the environment dynamically. A Grid-wide mechanism is
needed to create and manage a trust fabric so that services
and users can make authentication and authorization deci-
sions based on the most up-to-date security information. The
support provided by GAARDS for management of trust
febric in a Grid environment is described below.

GARRDS Infrastructure

The GAARDS infrastructure has been developed as a suite
of services and administrative tools on top of the Globus
Toolkit®” and its Grid Security Infrastructure (G8I) compo-
nent” The infrastructure consists of the following core
services: Dorian® for management and federation of user
identities, Grid Trust Service® for maintaining and provision-
ing a federated trust fabric within the Grid environment,
and Grid Grouper for enforcing authorization policies based
on both local and Grid-level groups. In the following sec-
tions, we present each of these components in greater detail.

Grid Account Management

Managing users and provisioning accounts in the Grid is
complex and error-prone if done manually. A practical
solution to this problem, from the point of view of both the
users and their institutions, is to allow those users to
authenticate with the Grid through the same mechanism by
which they authenticate with their institution. Doriar® is a
grid user management service that 1} hides the complexities
of creating and managing grid credentials, and 2) provides a
mechanism for users to authenticate using their institution’s
authentication mechanism, assuming a trust agreement is in
place between Dorian and the institution—that is, Dorian is
set up to trust the institution as an identity provider.
Dorian’s grid service interface provides mechanisms for
adding, deleting, and managing trusted Identity Providers
{IdPs). In a typical setup of Dorian, to obtain grid credentials
(or a grid proxy), a user authenticates with his/her institu-
tion using the institution’s conventional security mecha-
nism. Upon successfully authenticating the user, the institu-
tion’s security mechanism issues a digitally signed SAML
assertion,® vouching that the user has authenticated locally.
The user then sends this SAML assertion to Dorian in
exchange for a grid proxy. If the user’s SAML assertion is
obtained from an Identity Provider trusted by Dorian,
Dorian will issue the grid credentials to the user, which can
be used to authenticate the user to services in the Grid.

Figure 1 illustrates an example usage scenario for Dorian. A
Georgetown University user wishes to invoke a grid service
that requires grid credentials. To do this, the user first
supplies the application with his /her Georgetown username
and password. The application client authenticates the user
with the Georgetown Authentication Service, receives a
signed SAML assertion, which it subsequently passes to
Dorian in exchange for a grid proxy. These credentials can
then be used to invoke the grid services. This illustrates how
Dorian can leverage an institution’s existing authentication
mechanism and bring its users to the Grid.

To facilitate smaller groups or institutions without an exist-
ing IdP, Dorian has its own internal IdP. This allows users to
authenticate to Dorian directly, thereby enabling them to
access the Grid. It provides administrators with facilities for
approving and managing users. All of the functionality
provided by the Dorian IdP is made available through
Dorian’s grid service interface. Figure 1 illustrates a scénario
of a client using the Dorian IdP to authenticate o the Grid.
In this scenario, the unaffiliated user wishes to invoke a Grid

*hitp:/ /www.globus.org
“http:// www.casis-open.org/committeas/ security/
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Figure 1. Example usage scenarios for Dorian. Users at Georgetown, OSU, and Duke use their institutional authentication
services, while the unaffiliated user utilizes Dorian as an identity provider.

service. The user first needs to register and obtain an
account, which is a one-time process. To obtain an account,
the user may request an account on a Dorian instance
maintained by an authority such as the NCI Center for
Bioinformatics: the user can submit an account request
through Dorian; her request is reviewed by the system
administrators, and a decision is made on whether to grant
an account to the user or not. Assume that the user has
registered and been approved for an account, the user is able
to authenticate with the Dorian IdP by supplying his/her
username and password. Upon successfully authenticating
the user, the Dorian IdP issues a SAML assertion just like
institutional IdPs, which can be presented to Dorian in
exchange for a grid proxy. The credentials can be used to
invoke the Grid service.

In a production environment it is envisioned that multiple
Dorian instances would be deployed and run in the Grid.
One reason for this is that each Dorian operates a single
certificate authority. Service providers in the Grid maintain
a list of certificate authorities that they trust. Service provid-
ers often base their decision on whether or not to trust a
given certificate authority based on the policies the certifi-
cate authority operates under. Since Dorian issues certifi-
cates to users based on assertions from organizations par-
ticipating in the federation, the trust that a service provider
puts in Dorjan’s certificate authority is closely tied to the
account policies enforced at each organization. Grouping
organizations with similar account policies together and
associating each group with an instance of Dorian allows
service providers to trust the instance(s) of Dorian whose
organizations meet their required policies. Another reason
for running multiple instances of Dorian in a Grid is for
scalability reasons.

Authorization
The GAARDS infrastructure implements a group-based
mechanism for authorization and provides a service catled

Grid Grouper in order to facilitate group management.
Under the Grid Grouper approach, Grid services and appli-
cations can enforce authorization policy based on member-
ship to Grid-level groups. Each service or application that
delegates authorization decisions to Grid Grouper refers to
one or more Grid Grouper service instances. In general, each
service/application that uses grid grouper for authorization
points to one Grid Grouper instance. Thus, the institution
deploying the application to the grid determines which grid
grouper instance they will use, typically also deployed by
the same institution. There is no typical deployment sce-
nazio for Grid Grouper. In some Grids a single instance of
Grid Grouper is employed in other Grids multiple Grid
Grouper’s are deployed. In determining a deployinent plan
for Grid Grouper, architects should consider scalability and
organization factors.

Services can determine whether a caller is authorized by
simply asking Grid Grouper, if the caller is in a given group.
In addition, using the Grid Grouper service, an existing
access control system can base its access control policies
based on groups managed by the Grid Grouper as well as
the local groups it manages. For example, the Common
Security Module (CSM)'® is a repository that can be de-
ployed locally at a site to provide support for defining,
managing, and enforcing access control policies—CSM has
been adopted in the GAARDS infrastructure as its native
access control system that can be employed by service
providers that do not have an access control system in place.
In such a setting, when a client invokes a Grid service, the
Grid service can ask CSM whether the user can perform a
given operation on a specified resource. Based on the access
control policy maintained in CSM, CSM decides whether or
not a user is authorized. Part of the CSM’s access conirol
policy can be based on Grid Grouper groups, allowing C5M
to provide centralized access control based on these groups,
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Figure 1. Example usage scenarios for Dorian. Users at Georgetown, OSU, and Duke use their institutional authentication
services, while the unaffiliated user utilizes Dorian as an identity provider.

service. The user first needs to register and obtain an
account, which is a one-time process. To obtain an account,
the user may request an account on a Dorian instance
maintained by an authority such as the NCI Center for
Bioinformatics: the user can submit an account request
through Dorian; her request is reviewed by the system
administrators, and a decision is made on whether to grant
an account to the user or not. Assume that the user has
registered and been approved for an account, the user is able
to authenticate with the Dorian IdP by supplying his/her
username and password. Upon successfully authenticating
the user, the Dorian IdP issues a SAML assertion just like
institutional 1dPs, which can be presented to Dorian in
exchange for a grid proxy. The credentials can be used fo
invcke the Grid service.

In a production environment it is envisioned that muitiple
Dorian instances would be deploved and run in the Grid.
One reason for this is that each Dorian operates a single
certificate authority. Service providers in the Grid maintain
a list of certificate authorities that they trust. Service provid-
ers often base their decision on whether or not to trust a
given certificate authority based on the policies the certifi-
cate authority operates under. Since Dorian issues certifi-
cates to users based on assertions from organizations par-
ticipating in the federation, the trust that a service provider
puts in Dorian’s certificate authority is closely tied o the
account policies enforced at each organization. Grouping
organizations with similar account policies together and
associating each group with an instance of Dorian allows
service providers to trust the instance(s) of Dorian whose
organizations meet their required policies. Another reason
for running multiple instances of Dorian in a Grid is for
scalability reasons.

Authorization
The GAARDS infrastructure implements a group-based
mechanism for authorization and provides a service called

Grid Grouper in order to facilitate group management.
Under the Grid Grouper approach, Grid services and appli-
cations can enforce authorization policy based on member-
ship to Grid-level groups. Bach service or application that
delegates authorization decisions to Grid Grouper refers to
one or more Grid Grouper service instances. In general, each
service/application that uses grid grouper for authorization
points to one Grid Grouper instance. Thus, the institution
deploying the application to the grid determines which grid
grouper instance they will use, typically also deployed by
the same institution. There is no typical deployment sce-
nario for Grid Grouper. In some Grids a single instance of
Grid Grouper is employed in other Grids muitiple Grid
Grouper’s are deployed. In determining a deployment plan
fFor Grid Grouper, architects should consider scalability and
organization factors,

Services can determine whether a caller is authorized by
simply asking Grid Grouper, if the caller is in a given group.
In addition, using the Grid Grouper service, an existing
access control system can base its access control policies
based on groups managed by the Grid Grouper as well as
the local groups it manages. For example, the Common
Security Module {CSM)'? is a repository that can be de-
ployed locally at a site to provide support for defining,
managing, and enforcing access control policies—C5SM has
been adopted in the GAARDS infrastructure as its native
access control system that can be employed by service
providers that do not have an access control system in place.
In such a setting, when a client invokes a Grid service, the
Grid service can ask CSM whether the user can perform a
given operation on a specified resource, Based on the access
control policy maintained in CSM, CSM decides whether or
not a user is authorized. Part of the CSM’s access control
policy can be based on Grid Grouper groups, allowing CSM
to provide centralized access control based on these groups,
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Figure 2. Grid Grouper Architecture. Group and stem creation and management can be done through a graphical user
interface {(Grid Grouper Admin UT) provided by the Grid Grouper infrastructure.

the memberships of which can cross organizational bound-
aries.

Grid Grouper is built on top of Grouper®, which is an
Internet2® initiative focused on providing tools for group
management, It provides a service interface to the underly-
ing Grouper object model—the object model can be used to
enforce access control policies in applications; for example,
the object model can be used for determining membership to
a group in an application that allows access to a specific area
of the application, if the user is a member of a specified
group. ‘With Grid Grouper, groups become available to
applications and other services in the Grid. Applications and
services can use the Grid Grouper object model much like
they would use the Grouper object model to access and
manage groups and enforce a group membership authori-
zation policy. Grid Grouper provides support for basic
group management by distributed authorities; subgroups;
composite groups (whose membership is determined by the
union, intersection, or relative complement of two other
groups); custom group types and custom attributes; trace
back of indirect membership; and delegation. The Grid
Grouper object model provides an API for applications and
services to access groups managed by Grid Grouper.

The architecture of Grid Grouper is illustrated in Figure 2.
Grid Grouper groups are organized into namespaces or
stems. Each stem can have a set of child stems and set of

dhttp:/ /middleware. internetZ.edu/dir/ groups/ grouper/
“http:/ /www.internet2.edu/

child groups with exception te the root stem which cannot
have any child groups. Groups are compromised of a set of
metadata describing the group, a set of members in the
groups, and a set of privileges assigned to users for protect-
ing access to the group. Grid Grouper provides three mech-
anisms for adding members to a group: 1) Directly adding a
member 2) Adding a subgroup te a group 3) Making a group
a composite of other groups, The Stem hierarchy in Grid
Grouper is publicly visible to anyone accessing the Grid
Grouper service; however, the ability to view a group within
a stem publicly depends on the privileges for the group. To
protect access to groups in Grid Grouper, users can be
assigned the following privileges on a group: View, Read,
Update, Admin, Opt-in, and Opt-out. Users with the View
privilege can see that the group exists. Users with the Read
privilege can read basic information about the group. Users
with the Update Privilege can manage memberships to the
group as well as administer View, Read, and Update privi-
leges. Users with the Admin privilege can modify /admin-
ister anything on the group: metadata, privileges, and mem-
berships. Users with the Optin privilege can add
themselves as a member to a group, similarly users with the
Opt-out privilege can remove themselves from a group. By
default Grid Grouper grants Read and View privileges to all
users on each group.

Grid Trust Fabric

In a Grid environment, there will be multiple certificate
authorities each of which may be trusted by clients and
services with different levels of assurance. Moreover, in a
dynamic multi-institutional environment, the status of iden-
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tities may be updated frequently. Identities and credentials
can be revoked, suspended, and reinstated, or new identities
can be created. In addition, the list of trusted certificate
authorities (CAs) may change. In such settings, certificate
authorities will frequently publish Certificate Revocation
Lists (CRLs), which specify “blacklisted” certificates that the
authority once issued but no longer accredits. For the
security and integrity of the Grid, it is critical to both
authenticate and validate a given grid credential against an
accurate list of trusted certificate authorities and their cor-
responding CRLs.

The Grid Trust Service (GT9) is a federated infrastructure
enabling the provisioning and management of a Grid trust
fabric” In implementing a trust fabric in a Grid environ-
ment, we envision that the trust fabric will consist of Grid
users and administrators, Grid services, multiple CAs, and
multiple GTS instances. GTS provides a complete Grid-
enabled federated solution for registering and managing
CRLs and the certificates of certificate authorities. Tt sup-
ports definition and management of levels of assurance,
such that certificate authorities may be grouped and discov-
ered by the level of assurance that is acceptable to the
consumer. As a simple example, a CA that grants certificates
automatically will have a lower level of assurance than a CA
that reviews certificate requests. Due to its federated nature
and its ability to create and manage arbitrary arrangements
of authorities by level of assurance, GTS facilitates the
curation of numerous independent trust overlays across the
same physical Grid. It enables client validation, allowing a
client to submit a certificate and trust requirements in
exchange for a certificate verification and validation deci-
sion. The GTS infrastructure can also be used as a distribu-
tion mechanism of the CRLs from CAs.

In order to model different levels of trust in the trust fabric,
the GTS provides a mechanism for its administrators to
define and manage trust levels. When certificate authorities
are registered into the trust fabric they ave assigned one or
more trust levels. Clients can specify the level of trust that
they require when discovering trusted CAs or when request-
ing validation. Trust levels in the GTS each consist of a
unigue name (value) and description. The unique name is
used to implicitly bind a certificate authority to a trust level.
The description is used as a human readable method of
understanding what a specific trust level represents. While
GTS facilitates the management of certificate authority lists,
the trust establishment with a CA and setting its trust level
is a manual process. That is, the administrator of a GTS
instance is expected to exchange correspondence with the
owner of the CA to be added to the list of CAs managed by
the GTS instance. Once a trust level, or set of trust levels, has
been established, the CA can be added to the list of CAs so
that it can be discovered by users and services.

The flexibility of GTS allows many possible deployment
scenarios. For instance, an institution may set up a local CA
and GTS instance. Alternately, a group of organizations may
all share a common CA for certificates and a GTS to maintain
the list of trusted external CAs. In any deployment, each
Grid user will be given a certificate, signed by a CA that can
be used by services to authenticate the user. Similarly, each
Grid service will be given a certificate, also signed by a CA,
so that a client application, user, or other service can check

the integrity of the service. As deployments leveraging the
GTS to maintain the trust fabric are effectively delegating
this responsibility to the GTS, it is imperative the GTS
instance(s) can be trusted. There are multiple possible de-
ployment options for assigning certificates to GTS instances.
A possible way is that each GTS instance has a self-signed
certificate (ie., serving as its own CA). In such a deploy-
ment, clients and services are manually configured to trust
the self-signed certificates of the GTS instances they intent to
interact with. Alternatively, there can be one (or a few)
trusted root-CA, which will be used to assign the certificates
to each GTS instance. Installations in the Grid are then
bootstrapped to trust this authority or small set of authori-
ties.

in a large Grid environment, it is desirable to have a
federated trust fabric for redundancy and scalability, and for
the integration of multiple trust overlays. A possible way of
federating GTS instances is to create a hierarchical structure,
in which there are authority GTS instances and subordinate
GTS instances. The authority GTS instances ‘maintain lists of
trusted CAs and CRLs and synchronize with CAs for
updates. The subordinate GTS instances can be designed to
synchronize with one or more authority GTS instances. In
this way, when the state of the trust fabric changes (e.g.,
because of publishing a new CRL), the updates need not be
broadcast to all GTS instances individually.

Putting GRARDS to Work

We now describe how GAARDS can be employed in a Grid
environment using an exampie application scenario. The
application scenario draws from a multi-institutional clinical
trial that involves collection and analysis of images obtained
from patients. It is based on commeon use cases identified by
the In-vivo Imaging Workspace of caBIG™, We should note
that while the example scenario focuses on imaging studies,
the security requirements can easily be generalized to other
types of data and applications, in which one or more
datasets are generated at multiple locations and accessed by
remote clients.

Our description of how GAARDS is employed is a simpli-
fied version of the security mechanism implemented in the
caGrid-enabled in-vivo imaging middleware (IVIM), -2
which is designed to provide secure, federated access to
image databases, image analytical resources, and existing
DICOM-based data repositories in the Grid and to facilitate
development of Grid-enabled in vivo imaging applications.
The IVIM is developed by our group and is motivated by
biomedical image review and analysis use cases like the
example scenario as well as other use cases from the caBIG
In-vive Imaging Workspace.

Example Application Scenario

The application scenario is a large clinical trial, in which
Raciology images obtained from patients are analyzed
along with other laboratory results to assess the effective-
ness of a specific drug therapy. Large clinical trials often
involve multiple-institutions and cooperative oncology
groups that are supported by multiple data repositories. In
these studies, patients may be recruited to the clinical trial at
multiple institutions and reviews of images are performed
remotely by experts from different institutions. Recruited
patients are registered by the study coordinator into a cancer
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tities may be updated frequently. Identities and credentials
can be revoked, suspended, and reinstated, or new identities
can be created. In addition, the list of trusted certificate
authorities {CAs) may change. In such settings, certificate
authorities wiil frequently publish Certificate Revocation
Lists (CRLs}, which specify “blacklisted” certificates that the
authority once issued but no longer accredits. For the
security and integrity of the Grid, it is critical to both
authenticate and validate a given grid credential against an
accurate list of trusted certificate authorities and their cor-
responding CRLs.

The Grid Trust Service (GTS) is a federated infrastructure
enabling the provisioning and management of a Grid trust
fabric.” In implementing a trust fabric in a Grid environ-
ment, we envision that the trust fabric will consist of Grid
users and administrators, Grid services, multiple CAs, and
multiple GT5 instances. GTS provides a complete Grid-
enabled federated solution for registering and managing
CRLs and the certificates of certificate authorities. It sup-
ports definition and management of levels of assurance,
such that certificate authorities may be grouped and discov-
ered by the level of assurance that is acceptable to the
consumer. As a simple example, a CA that grants certificates
automatically will have a lower level of assurance than a CA
that reviews certificate requests. Due to its federated nature
and its ability to create and manage arbitrary arrangements
of authorities by level of assurance, GTS facilitates the
curation of numerous independent trust averlays across the
same physical Grid. It enables client validation, allowing a
client to submit a certificate and trust requirements in
exchange for a certificate verification and validation deci-
ston. The GTS infrastructure can also be used as a distribu-
tion mechanism of the CRLs from CAs,

In order to model different levels of trust in the trust fabric,
the GTS provides a mechanism for its administrators to
define and manage trust levels, When certificate authorities
are registered into the trust fabric they are assigned one or
more trust levels. Clients can specify the level of trust that
they require when discovering trusted CAs or when request-
ing validation. Trust levels in the GTS$ each consist of a
unique name (value) and description. The unique name is
used to implicitly bind a certificate authority fo a trust level.
The description is used as a human readable method of
understanding what a specific trust level represents. While
GTS facilitates the management of certificate authority lists,
the trust establishment with a CA and setting its trust level
is a manual process. That is, the administrator of a GTS
instance is expected to exchange correspondence with the
owner of the CA to be added to the list of CAs managed by
the GTS instance. Once a trust level, or set of trust levels, has
been established, the CA can be added to the list of CAs so
that it can be discovered by users and services.

The flexibility of GTS allows many possible deployment
scenarios. For instance, an institution may set up a local CA
and GT5 instance. Alternately, a group of organizations may
all share a common CA for certificates and a GTS to maintain
the list of trusted external CAs. In any deployment, each
Grid user wilt be given a certificate, signed by a CA that can
be used by services to authenticate the user. Similarly, each
Grid service will be given a certificate, also signed by a CA,
so that a client application, user, or other service can check

the integrity of the service. As deployments leveraging the
GTS to maintain the trust fabric are effectively delegating
this responsibility to the GTS, it is imperative the GTS
instance(s) can be trusted. There are multiple possible de-
ployment options for assigning certificates to GTS instances.
A possible way is that each GTS instance has a self-signed
certificate (ie., serving as its own CA). In such a deploy-
ment, clients and services are manually configured to trust
the self-signed certificates of the GTS instances they intent to
interact with. Alternatively, there can be one (or a few)
trusted root-CA, which will be used to assign the certificates
te each GTS instance. Instaliations in the Grid are then
bootstrapped to trust this authority or small set of authori-
ties.

In a large Grid environment, it is desirable to have a
federated trust fabric for redundancy and scalability, and for
the integration of multiple trust overlays. A possible way of
federating GTS instances is to create a hierarchical structure,
in which there are authority GTS instances and subordinate
GTS instances. The authority GTS instances maintain lists of
trusted CAs and CRLs and synchronize with CAs for
updates. The subordinate GTS instances can be designed to
synchronize with one or more authority GTS instances. In
this way, when the state of the trust fabric changes (e.g.,
because of publishing a new CRL), the updates need not be
broadcast to ail GTS instances individually.

Putting GAARDS 1o Work

We now describe how GAARDS can be employed in a Grid
environment using an example application scenario. The
application scenario draws from a multi-institutional clinical
trial that involves collection and analysis of images obtained
from patients. It is based on common use cases identified by
the In-vivo Imaging Workspace of caBIG™. We should note
that while the example scenario focuses on imaging studies,
the security requirements can easily be generalized to other
types of data and applications, in which one or more
datasets are generated at multiple locations and accessed by
remote clients.

Our description of how GAARDS is employed is a simpii-
fied version of the security mechanism implemented in the
caGrid-enabled in-vivo imaging middleware (IVIM)1?
which is designed to provide secure, federated access to
image databases, image analytical resources, and existing
DICOM-based data repositories in the Grid and to facilitate
development of Grid-enabled in vivo imaging applications.
The IVIM is developed by our group and is motivated by
biomedical image review and analysis use cases like the
example scenaric as well as other use cases from the caBIG
In-vivo Imaging Workspace.

Example Application Scenario

The application scenario is a large clinical trial, in which
Radiology images obtained from patients are analyzed
along with other laboratory results to assess the effective-
ness of a specific drug therapy. Large clinical trials often
involve multiple-institutions and cooperative oncology
groups that are supported by multiple data repositories. In
these studies, patients may be recruited to the clinical trial at
multiple institutions and reviews of images are performed
remotely by experts from different institutions. Recruited
patients are registered by the study coordinator into a cancer
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Figu re 3. Multiple clients accessing Grid-enabled imaging services. In this setting, a client (e.g., a reviewer) needs to have
Grid credentials to be able to interact with secure image services.

clinical participant database. This database contains patient
name, demographic information, medical history number,
initial set of laboratory values, and clinical observations.
PET/CT images obtained at periodic intervals from each
patient are stored in image databases at respective institu-
tions. Since these images are linked to patient-related infor-
mation, a mechanism is needed to protect patient privacy,
and intellectual property of the researchers. Figure 3 illus-
trates the application scenario in a Grid environment.

The images collected in the study are reviewed by expert
Radiologists. When a Radiclogist is ready to interpret an
image, she uses a review workstation to access the image
databases, implemented as secure data services. The Radi-
ologist browses and annotates the images of interest based
on her analysis and diagnosis. The review and analysis
results (e.g., nodule location, shape, and texture data) in the
form of annotations on the images are inserted to a results/
annotation database, which also is implemented as a secure
data service. In this application example, remote clients with
the “Reviewer” role are authorized to access only the images
in the clinical trial and are restricted from the other images
in the databases. The study manager, who is assigned a
“Trial Manager” role, is authorized to accrue subjects and

review existing patient records, but not to access the image
data.

Authentication

In order for the reviewers and the study coordinator in the
application scenario to communicate with secure data and
anelysis services, each of them needs a Grid credential, i.e.,
a Grid-wide identity that can be authenticated. Darian
provides two methods to register for a Grid user account.
The user can register 1) directly with Dorian, or 2) indirectly
via his/her existing user account provided by his/her
institution. To illustrate these two methods, we assume that
the study coordinator wants to use his/her existing institu-
tional account and that one of the reviewers is affiliated with
an institution without a local IdP system.

The identity provider system of the study coordinaior’s
institution is registered with Dorian as a trusted identity
provider. When the study coordinator logs on to his/her
chient workstation with his/her username and password,
the client program authenticates the user with his/her
institution’s local identity provider system. After success-
fully authenticating the user, the system issues a digitally
signed SAML assertion, vouching that the user has authen-
ticated. The review workstation program then sends this
SAML assertion to Dorjan in exchange for Grid credentials
using the Dorian client APIs. These credentials can then be
used to invoke the services in the environment. In the case of
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the reviewer, the reviewer should first request an account
with Dorian. After the reviewer has obtained an account, she
can log on to the environment using an imaging client
application which supports Dorian-based authentication.
Dorian will issue Grid credentials in the form of a proxy
certificate for the reviewer that can be used for authentica-
tion.

After a user (the reviewer or the study coordinator) has
obtained Grid credentials from Dorian, she may submit a
request £0 an image data service to retrieve a set of images or
to an analytical service to process images. The request will
carry her Grid credentials and present them to the service.
The service then authenticates the reviewer by validating the
credentials, Part of the verification process is checking that
the supplied Grid credentials were issued by a trusted Grid
credential provider (i.e., Dorian or other certificate authori-

ties). To perform this verification, the service checks with the |

Grid Trust Service {GTS) to ensure that the credentals
provided were issued by a trusted credential provider that
meets the service’s level of assurance requirements.

Access Control and Authorization

In our example application, when a reviewer wants to
examine a specific patient’s images stored at a remote
service, the primary decision points for data authorization
reside on the service side. The authorization mechanism
must enforce a policy that will deny all users from accessing
the data by default, only authorizing specific users for each
unit of data, which may correspond to a single image. In our
implementation, this is achieved with a two-level authori-
zation scheme. The first level is the service level authoriza-
tion. At this level, an authorization decision is made on
whether a user can access the functionality provided by the
service or not. The decision is made based on the authori-
zation group the user belongs to. The second level of
authorization is the data level authorization. Once a user is
authorized to access the service, he/she can submit requests
to retrieve data from the service. At this stage, the data-level
authorization is used to control access to individual data
objects (e.g., images and metadata on images) and/or sets of
data objects. For example, a reviewer may have access rights
only to a patient's images obtained in studies that were
performed at the hospital for which the reviewer works. The
data-jevel authorization facilitates a finer grain access con-
trol on data.

Implementation of service- and data-level authorization
requires several components: data group and membership
definition based on authorization policy, authorization de-
cision implementation, and data and user group manage-
ment via a standard interface. These components are de-
scribed next.

Group Definitions Using Grid Grouper
The service-level authorization requires that a group admin-
istrator first defines user groups in Grid Grouper and adds
users to the groups. Group definitions may be based on
virtual and real organizations (e.g., “Institution A,” “Insti-
tution B”), or may be based on functional roles (e.g., “Re-
viewer” or “Study Coordinator”). A service administrator
can then configure the service and operation authorization
by adding one or more users. For instance, if a service allows
access to only the “Study Coordinator” group and a ze-

viewer belongs to the User Group “Reviewer,” the reviewer.
will not be able to invoke any of the service’s methods,

Data-level authorization policies can be formulated ag riles
such as “User A in User Group B has access to Data Instance
Cand D.” The rules can be represented as group member-
ship statements: “User Group B is a member of Duta Group C :
{or D) which correspond to Data Instance C {or D),” ang: -
authorization policy statements: “if User A in [ser Group B
is in Data Group C (or D) then grant User A access to Data
Instance C (or D).” Members of a child group are by i
definition members of the parent group as well. This ap-
proach transforms the original authorization policy from a
user centric view to a data centric view by representing each
data instance with a data group and authorization policy ag
group memberships. Management of the authorization pol-
icy is done through the management of the group member-
ship. This approach also simplifies the evaluation of the
authorization policy by transforming it into a group mem-
bership determination. The data-level authorization policies -
can be defined as data groups in Grid Grouper. Authoriza-
tion exceptions, such as “User A can access Patient 1 and all

of its studies and series, except for Study 1A”, are handled

via Boolean operations on the groups including AND, QR,

and Complement operations.

Example data group definitions in Grid Grouper are shown
in Figure 4. Each visit generates a “Study,” which may
contain one or more exams whose output is represented by
“Series.” Each series contains one or more images. Each
study also maintains patient information that is typicaily
used as an implicit hierarchy level in review workstations
for the purpose of organization.

Authorization Decision Implementation

The typical use case for data authorization is that a user may
be granted access to a particular data set or a subset of it (see
Figure 5). A user may be given access to a Patient, in which
case she would also gain access to all its children studies and
series, unless an explicit exception is made for the children
data instance. Since hmages within a series are parts of the
same dataset, authorization is only managed at the series
level at its deepest traversal.

User Group Management

To ensure correct, consistent and efficient creation of the
groups and their members based on the desczibed member-
ship rules, a configuration step creates the groups and sets
up the memberships according to the rules described in the
previous section. Once the data groups have been created in
Grid Grouper, user groups can be added to these data
groups to allow authorization, The user groups are managed
using the client interface provided by GAARDS.

Related Work

A number of toolkits and service architectures have been
developed to address issues in Grid security, Butler et al.'*
discuss the creation and deployment of an authentication
and authorization infrastructure for the Grid. Humphrey et
al?® discuss the challenges that must be faced in securing
grid environments by grouping required activities under
four categories as naming and authentication; secure
communication; trust, policy, and authorization; and en-
forcement of access control. Sinnott et al.'® describe a
federated security model for virtual organizations in the
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the reviewer, the reviewer should first request an account
with Dorian. After the reviewer has obtained an account, she
can log on to the environment using an imaging client
application which supports Dorian-based authentication.
Dorian will issue Grid credentials in the form of a proxy
certificate for the reviewer that can be used for authentica-
tion.

After a user (the reviewer or the study coordinator) has
obtained Grid credentials from Dorian, she may submit a
request to an image data service to retrieve a set of images or
to an analytical service to process images. The request will
carry her Grid credentials and present them to the service.
The service then authenticates the reviewer by validating the
credentials. Part of the verification process is checking that
the supplied Grid credentials were issued by a trusted Grid
credential provider (Le., Dorian or other certificate authori-
ties). To perform this verification, the service checks with the
Grid Trust Service (GTS) to ensure that the credentials
provided were issued by a trusted credential provider that
meets the service’s level of assurance requirements.

Access Control and Authorization

In our example application, when a reviewer wants to
examine a specific patient’s images stored at a remote
service, the primary decision points for data authorization
reside on the service side. The authorization mechanism
must enforce a policy that will deny all users from accessing
the data by default, only authorizing specific users for each
unit of data, which may correspond to a single image. In our
implementation, this is achieved with a two-level authori-
zation scheme. The first level is the service level authoriza-
tion. At this level, an authorization decision is made on
whether a user can access the functionality provided by the
service or not. The decision is made based on the authori-
zation group the user belongs to. The second level of
authorization is the data level authorization. Once a user is
authorized to access the service, he/she can submit requests
to retrieve data from the service. At this stage, the data-level
authorization is used to control access to individual data
objects (e.g., images and metadata on images) and /or sets of
data objects. For example, a reviewer may have access rights
only fo a patient’s images obtained in studies that were
performed at the hospital for which the reviewer works. The
data-level authorization facilitates a finer grain access con-
trol on data.

Implementation of service- and data-level authorization
requires several components: data group and membership
definition based on authorization policy, authorization de-
cision implementation, and data and user group manage-
ment via a standard interface. These components are de-
scribed next.

Group Definitions Using Grid Grouper
The service-level authorization requires that a group admin-
istrator first defines user groups in Grid Grouper and adds
users to the groups. Group definitions may be based on
virtual and real organizations (e.g., “Institution A,” “Insti-
tution B”), or may be based on functional roles (e.g., “Re-
viewer” or “Study Coordinator”). A service administrator
can then configure the service and operation authorization
by adding one or more users. For instance, if a service allows
access 0 only the “Study Coordinator” group and a re-

viewer belongs to the User Group “Reviewer,” the reviewer
will not be able to invoke any of the service’s methods.

Data-level authorization policies can be formulated as rules
such as “User A in User Group B has access to Data Instance
C and D.” The rules can be represented as group membet-
ship statements: “User Group B is a member of Data Group C
{or DY which correspond to Data Instance C {or ), and
authorization policy statements: “if User A in User Group B
is in Data Group C (or D) then grant User A access to Data
Instance C (or D).” Members of a child group are by
definition members of the parent group as well. This ap-
proach transforms the original authorization policy from a
user centric view to a data centric view by representing each
data instance with a data group and authorization policy as
group memberships. Management of the authorization pol-
icy is done through the management of the group member-
ship. This approach also simplifies the evaluation of the
authorization policy by transforming it into a group mem-
bership determination. The data-level authorization policies
can be defined as data groups in Grid Grouper. Authoriza-
fion exceptions, such as “User A can access Patient 1 and all
of its studies and series, except for Study 1A”, are handlied
via Boolean operations on the groups including AND, OR,
and Complement operations.

Example data group definitions in Grid Grouper are shown
in Figure 4. Each visit generates a “Study,” which may
contain one or more exams whose output is represented by
“Series.” Fach series contains one or more images. Each
study also maintains patient information that is typically
used as an implicit hierarchy level in review workstations
for the purpose of crganization.

Authorization Decision Implementation

The typical use case for data authorization is that a user may
be granted access to a particular data set or a subset of it (see
Figure 5). A user may be given access to a Pakient, in which
case she would also gain access to all its children studies and
series, unless an explicit exception is made for the children
data instance. Since images within a series are parts of the
same dataset, authorization: is only managed at the series
level at its deepest traversal.

User Group Management

To ensure correct, consistent and efficient creation of the
groups and their members based on the described member-
ship rules, a configuration step creates the groups and sets
up the memberships according to the rules described in the
previous section. Once the data groups have been created in
Grid Grouper, user groups can be added to these data
groups to allow authorization. The user groups are managed
using the client interface provided by GAARDS.

Related Work

A number of toclkits and service architectures have been
developed to address issues in Grid security. Butier et al.**
discuss the creation and deployment of an authentication
and authorization infrastructure for the Grid. Humphrey et
al’® discuss the challenges that must be faced in securing
grid environments by grouping required activities under
four categories as naming and authentication; secure
communication; trust, policy, and authorization; and en-
forcement of access control. Sinnott et al*® describe a
federated security model for virtual organizations in the
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Figure 4 Data groups for images are organized hierarchically by patient, study, series, and image.

grid. In this model, each organization manages its secu-
rity, delegating to trusted local or remote entities as
necessary. Dwoskin et al.'” focus specifically on the
security issues in interactive applications running on the
grid. They show how the grid security infrastructure can
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be extended to set up secure, interactive sessions at the
remote host. The main differences of the GAARDS infra-
structure from the previous work is that it provides
mechanisms for federation of existing institutional secu-
rity infrastructure and local user accounts, for access

] BN

Figure 8. A user group’s access to data can be controlled for individual patient, study, or series, Authorization is inherited
by children nodes in the information hierarchy as shown here for the two patients on the right, where the user is allowed to
access one patient (white documents) while disallowed from aceessing the other (black documents). The inherited authoriza-
tion can be overridden at a child node, as shown in the leftmost patient, where the user is allowed to access the patient, except

for one study, and one serjes.
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control based on Grid-wide and local groups, and for the
management of trust fabric in a Grid environment.

Few middleware systems have been developed to facilitate
the creation, management, and federation of user credentials
in the Grid. One such system is the MyProxy Credential
Management Service."® It enables users to supply a pass-
word to securely create grid proxies based on their private
key and certificate stored in the MyProxy repository. When
the predecessor of Dorian was developed, MyProxy did not
have a built in certificate authority and it required its users
to upload their private keys and certificates. This was one of
the factors in the decision to develop Dorian, because a
built-in certificate authority greatly reduces the complexity
of creating grid user credentials. Since that time, MyProxy
(MyProxy 3.0) has added the ability to act as a Certificate
Authority. The main difference between MyProxy and the
GAARDS Dorian is the support for Web Service interfaces in
Dorian and the ability of Dorian to federate existing users in
institutions to the Grid. The Portal-based User Registration
System {PURSe)’ provides a friendly interface for users of
web applications to register for and obtain access to their
grid credentials. PURSe uses SimpleCAF and MyProxy for
the creation and management of grid credentials. FURSe
differs from GAARDS as it is purely web-based and is a
toolkit used for simplifying the development of web
applications, whereas the Dorian service of GAARDS is a
free-standing grid service focused on solving the identity
management and federation problem. The GAMA. infra-
structure®® is based on Globus GSL®, ¢ 7 It consists of a
backend server for creating and managing X.509 creden-
tials for users and portal interfaces for users and admin-
istrators to access its functions. The Dorian component of
GAARDS provides a Grid service infrastructure, based on
the use of public key certificates and SAML assertions, for
managing and federating user identities in the Grid. It
makes use of SAML and Grid certificates to authenticate
users to the Grid environment through their institution’s
authentication mechanism.

The GAARDS infrastructure provides a suite of core services
and tools to support security requirements in a Grid envi-
ronment. These tools and services leverage community
accepted mechanisms, e.g., the Grouper model from the
Internet? initiative, X.509 certificates, SAML for local au-
thentication assertions. There are also efforts in the health-
care information technology developing standards for secu-
rity. Recently the Healthcare Information Technology
Standards Panel (HITSP; http:/ /www hitsp.org) has identi-
fied and defined such security components as entity identity
assertion, access control transaction package. These compo-
nents make use of standards such as SAML, SOAP, and the
IHE (Integrating the Healthcare Enterprise; http://www.
ithenet) Cross-Enterprise User Assertion Profile’. Some of
these standards (e.g., SOAP, SAML) are already leveraged in

thitp:/ /www.grids-center.org/solutions /purse/

Bhitp: / /www.globus.org /toolkit/ docs / 4.0/ security /simpleca/
index.html

“hitp:/ fwww.globus.org/security foverview himl

"http:/ /wikiihe net/index. php?title=Cross-Enterprise_User_
Assertion_Profile

GAARDS. As new standards develop, we plan to review
thern to determine how they may be employed by GAARDS.

Group- and role-based access control is a common method-
ology employed in security infrastructures”®* Earlier
work in this area focused on mechanisms to enforce access
control at a single institution. More recent works have
developed sysiems to support authorization in distributed
environments.” The Grid Grouper component of GAARDS
is similar to these systems in that it provides group-based
authorization in a distributed environment. It implements a
WSRF compliant solution using the Grouper system from
the Internet? initiative®.

Management of trust is recognized as an important compo-
nent of security in distributed environments. Manchala®
describes trust models and metrics in e-commerce applica-
tions and discusses how risk can be analyzed under different
models. Azzedin and Maheswaran® present a trust model
for a Grid environment. Their approach models trust based
on behavior and reputation of entities that interact with
others. They describe techniques for computing this type of
behavior trust, how it evolves in an environment, and how
it can be managed in a Grid setting. GridAdmin, proposed
by Quillinan et al.* is a system that provides support for
automatic handling of requests for administrative actions
and resource allocations. The system incorporates trust
metrics in responding to and ranking such requests. Weaver
et al.?® discuss trust-sharing agreements and an IT infra-
structure for federated security in distributed healthcare
applications. Grandison and Sloman®® present a toolkit that
provides support for specifying and monitoring trust rela-
tionships for Internet applications. Ahsant et al.® discuss
how business trust relationships can be propagated to the
Grid environment and how these relationships can be fed-
erated dynamically. Basney et al. describe extensions to the
basic Grid security architecture in order to support negoti-
ation and dynamic establishment trust relationships be-
tween entities in the Grid. Our work complements the
previous work on trust management in that earlier work
focused on specification of trust and establishment and
management of trust between entities. The GAARDS GTS,
on the other hand, enables Grid-wide management of
trusted Certificate Authorities with different trust levels.

Gonclusions

Comprehensive security infrastructures are critical to the
success of large-scale, multi-institutional biomedical re-
search efforts. GAARDS is designed to address challenging
issues such as federation and provisioning of user creden-
tials, group-based access control, and management of trust
fabric in federated environments. The GAARDS infrastruc-
ture is in use in the production Grid in the caBIG program,
which is a national-scale informatics effort to facilitate
sharing of data and tools among biomedical researchers. We
believe that security systems like GAARDS will be increas-
ingly important as research in biomedicine becomes more
collaborative.

5http: / middieware.intemet?!.edu /dir/groups/grouper/
Yhttp:/ / www.internet2.edu/
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control based on Grid-wide and local groups, and for the
management of trust fabric in a Grid environment.

Few middleware systems have been developed to facilitate
the creation, management, and federation of user credentials
in the Grid. One such system is the MyProxy Credential
Management Service.”® It enables users to supply a pass-
word to securely create grid proxies based on their private
key and certificate stored in the MyProxy repository. When
the predecessor of Dorian was developed, MyFroxy did not
have a built in certificate authority and it required its users
to upload their private keys and certificates. This was one of
the factors in the decision to develop Dorian, because a
built-in certificate authority greatly reduces the complexity
of creating grid user credentials. Since that time, MyProxy
(MyProxy 3.0) has added the ability to act as a Certificate
Authority. The main difference between MyProxy and the
GAARDS Dorian is the support for Web Service interfaces in
Dorian and the ability of Dorian to federate existing users in
institutions to the Grid. The Portal-based User Registration
System (PURSe)" provides a friendly interface for users of
web applications to register for and obtain access to their
grid credentials. PURSe uses SimpleCA® and MyProxy for
the creation and management of grid credentials. PURSe
differs from GAARDS as it is purely web-based and is a
toolkit used for simplifying the development of web
applications, whereas the Dorian service of GAARDS is a
free-standing grid service focused on solving the identity
management and federation problem. The GAMA infra-
structure’® is based on Globus GSL", * 7 It consists of a
backend server for creating and managing X.509 creden-
tials for users and portal interfaces for users and admin-
istrators to access its functions. The Dorian component of
GAARDS provides a Grid service infrastructure, based on
the use of public key certificates and SAML assertions, for
managing and federating user identities in the Grid. It
makes use of SAML and Grid certificates to authenticate
users to the Grid environment through their institution’s
authentication mechanism.

The GAARDS infrastructure provides a suite of core services
and tools to support security requirements in a Grid envi-
ronment. These tools and services leverage community
accepted mechanisms, e.g., the Grouper model from the
Internet? initiative, X.509 certificates, SAML for local au-
thentication assertions, There are also efforts in the health-
care information technology developing standards for secu-
rity. Recently the Healthcare Information Technology
Standards Panel (HITSP; hitp:/ /www hitsp.oig) has identi-
fied and defined such security components as entity identity
assertion, access control transaction package. These compo-
nents make use of standards such as SAML, SOAP, and the
IHE (Integrating the Healthcare Enterprise; http://www.
thenet) Cross-Enterprise User Assertion Profile'. Some of
these standards (e.g., SOAF, SAML) are aiready leveraged in

thetp:/ /www.grids-center.org/solutions/ purse/

Fhetp:/ fwww.globus.org/toolkit/docs/4.0/security /simpleca/
index.htmi

hitp: / /www.globus.org/ security / overview himl

‘http:/ / wiki.ihe net/ index.php?title=Cross-Enterprise_User__
Assertion_Profile

GAARDS. As new standards develop, we plan to review
them to determine how they may be employed by GAARDS.

Group- and role-based access control is a common method-
ology employed in security infrastructures®*? Barlier
work in this area focused on mechanisms to enforce access
contrel at a single institution. More recent works have
developed systems to support authorization in distributed
environments.  The Grid Grouper component of GAARDS
is similar to these systems in that it provides group-based
authorization in a distributed environment. It implements a
WSRF compliant solution using the Grouper' system from
the Internel? initiative®.

Management of trust is recognized as an important compo-
nent of security in distributed environments. Manchala®
describes trust models and metrics in e-commerce applica-
tions and discusses how risk can be analyzed under different
models. Azzedin and Maheswaran®® present a trust model
for a Grid environment. Their approach models irust based
on behavior and reputation of entities that interact with
others. They describe techniques for computing this type of
behavior trust, how it evolves in an environment, and how
it can be managed in 2 Grid setting. GridAdmin, proposed
by Quillinan et al* is a system that provides suppost for
automatic handling of requests for administrative actions
and resource allocations. The system incorporates trust
metrics in responding to and ranking such requests. Weaver
et al®® discuss trust-sharing agreements and an IT infra-
structure for federated security in distributed healthcare
applications. Grandison and Sloman® present a toolkit that
provides support for specifying and monitoring trust rela-
tionships for Internet applications. Ahsant et al® discuss
how business trust relationships can be propagated to the
Grid environment and how these relationships can be fed-
erated dynamically. Basney et al. describe extensions to the
basic Grid security architecture in order to support negoti-
ation and dynamic establishment trust relaionships be-
tween engities in the Grid. Our work complements the
previous work on trust management in that earlier work
focused on specification of trust and establishment and
management of frust between entities. The GAARDS GTS,
on the other hand, enables Grid-wide management of
trusted Certificate Authorities with different trust levels.

Conclusions

Comprehensive security infrastructures are crifical to the
success of large-scale, multi-institutional biomedical re-
search efforts. GAARDS is designed to address challenging
issues such as federation and provisioning of user creden-
tials, group-based access control, and management of trust
fabric in federated environments. The GAARDS infrastruc-
ture is in use in the production Grid in the caBIG program,
which is a national-scale informatics effort to facilitate
sharing of data and tools among biomedical researchers. We
believe that security systems like GAARDS will be increag-
ingly important as research in biomedicine becomes more
collaborative.

Thtep:/ /middieware internet2.edu/dir/ groups/ grouper/
http:/ /www.internet2 edu/
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